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Power 575 turns on the water for Green Supercomputer
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Data Center Water Cooling

- Data Center e Processor
Chiled  Building utility or ~ Chilled Chilled
Water local chiller Wa}er .|Water|.
| |
8 CRWC [CRWC
CRWC Common -
: CRWC
Rear A— DuaI
loop
Air Flow E
Water cooled
Cold Plates
CRWC: Computer Room within Node
Front Water Conditioning Unit
[eRRE Cold Plate
Cover Side Car I
Heat Exchanger Heat Exchanger
Base Products Remain Air Cooled
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< m
»>WCU's are in parallel 2 2 2 2
s = s =
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Air Cooled

Units System

Water Cooled
System

~

Number of Racks 16 12
[ ]
Alrl vs Waterl Total Electronics Power kW aT7e 864
Cooling Energy Consumption in the Data Center: Air Cooling vs. Water Cooling
BCW Pumps
Data Center 131 kW
_ (70% =ff) Total Power Consumed
Ajr Cooled
System oo
976 kW ey chiler | €Y | Tower
0 kW to Water 1620 gpm | COP =57 COP =35 365 kW
976 KW to Air - R (100 Whonn)
1097 kW 1289 kw | (Fume+ Fans)
8.7 kW per 30 tonn CRAC
0.21 KW per WCU pump T T
? 171.2 kKW
18 CRACS 328 kW
120.6 kW BCW Pumps
Data Center 4.8 kKW
(70 % eff)
Water Cooled
ggjf;; .. Cooling 209 kKW
) COP=E7 — Tower (42.8 % less)
691 kW to Water 516 gpm 617 w_xmr}n} (1%1::0?»'; 35 ;
F ann
173 KW to Air — ! oo Fans
8.7 kW per 30 tonn CRAC BE7 KW T 1043 kW
0.21 kW per WCU pump
f 155.7 kW 29.8 kW
2 CRACS, 24 MWUs
18.4 KW .
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Electronics + Cooling : 1341 KW (air) vs. 1073 KW (water) — 20.0% reduction
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Leveraging Mainframe Heritage

Water cooling is 3500x more energy
efficient than air x, iDataplex and System p

IBM uses it today in System
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'\ Facility-level 480V/208Vac

T

Losses ~ 13%

Facility-level 575 Vdc
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0 ASSETS Measure, collect, and ~ Monitor, trend, Optimize assets  Track and verify
benchmark energy and manage and infrastructure  energy efficiency
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* 7\ energy and thermal performance

. . . . . Role-based energy
Delivering key energy management metrics through an integrated solution " _ /"0 -,

Graphical view with key
energy & thermal metrics

Centralized
Energy Views

IBM Maximo Asset IBM Tivoli Business
Manager for Energy Service Manager
Optimization (optional)

Control & Power
Management

; ememesane IBM Director Active
— : Energy Manager

Energy
Reporting

=

Bm = e

INFORMATION

FACILITIES & PROPERTY ASSEIS

TECHNOLOGY
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» designed to optimize DC resources to reduce up to 15% of DC energy consumption
»scans, digitize rapidly physical environment (temperature, flow, pressure etc..) of DC

» cart tool comprises sensor network, where each sensor defines a virtual unit cell

» technology is based on interworking between measurements, models and DC management

Hot spot

I Hot air mixing
with cold air
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v'High Efficiency Data Centers/Clusters
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Objective - Add 72,000 square feet (6689 m?) to a highly resilient data center, with energy efficiency as a design point

Design / Build Cooling
Economies of scale— 300,000 sq ft or Free cooling > 50%
27,870 m? Chiller water Pumping/Air
W2W Power Density - 90 watts/sf handling unitsvariable
(969W/m?) speed drives
(modular to 140W per sf / 1,507W per m?) variable speed motors on
Best Practices Equipment Layout CRACsand other
Minimize Single Points of Failure equipment
Level 3+ design point

Electrical
Operate Modular power density

Virtualized High Utilization Workload ~ €XPansion options
Demand modeling for future requirements

Space and power billing Other building systems
Low Green Grid PUE metric Energy Efficient Lighting
Integrated Power Management Software High“R" Value Insulation
Liquid cooled equipment

Low long term TCO

_~GoVEnergy
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LEED Certification Objective

Energy Management Programs
($700K)
Power Company Rebates
Government Incentives
Renewable Energy Certificates

Environmental Programs
Wind Power Generation (1Mil
KW)
Reduced CO, emissions
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* Sequoia-system developed and manufactured by IBM will be
Installed at LLNL and will start running in 2012. 1t will have
1.6 Million Power-Processors and 1.6 Pbytes of main
memory leading to a peak performance of more than 20
Pflops

* BlueWatersat U. of IllinoiyNCSA -The Blue Waters project
will provide a computational system capable of sustained
petaflop performance on arange of science and engineering
applications. The system is built by IBM on the Power7
[processor
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3

Blue Waters will be an unsurpassed national asset, delivering
sustained performance of 1 petaflop (that's 1 quadrillion
calculations every second) for many science and engineering
applications that researchers use every day—not just benchmarks.
Blue Waters is being developed and built with a $208 million grant
from the National Science Foundation and will be a resource for
scientists and engineers across the country.

Blue Waters will deploy IBM's POWER7 architecture, which is
based on advanced multicore processor technology.
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'\5 Improve Data Center Efficiency

« Moveto More Integrated Large Scale IT Equipment
> Integrate the Network into the Server
» Unify Storage & Servers

» Eliminate unnecessary Data Flow & Protocol
Conversions that Burn Power

» Integration Reduces I'T Equipment hardware content
yielding better reliability, lower cost, & potentially
better performance.
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HPC Data Center

e Ul NCSA Future System

v Approximate Compute Capacity of many PF’ s with high bandwidths
throughout

v ~15 MW IT equipment load facility design point

v 98% efficient Facility Power Infrastructure to Input of System

v 80-93% efficient Facility Cooling Infrastructure dependent on time of year

v ~17.6 MW Tota Load @ Building Input, 85% Overal Facility Efficiency

v Compute Cabinets 100% Water Cooled

v No Cooling required for Building Xfrms — Free Convection Cooled Outdoors
v 480 VAC Balanced 3-phase Directly to each Rack

v" Floor Space Minimized, ~ %2 the space of densest server that can possibly be
constructed using 19” Blade Packaging

v Campus Power Substation used asintegral part of Data Center Infrastructure:
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A~ www.govenergy.gov gy August 9-12, 2009



"It's a perfect example of how effective cross-sector
partnerships can be," SU Chancellor and President Nancy
Cantor said in a news release. "IBM, NYSERDA, and SU each
are bringing their strengths to the table to gain vital insight into
solving crucial aspects of the intensifying global problem of
increasing energy consumption that none of us could achieve
separately."

« Syracuse U. Data Center
v On site Co-generation
v High efficiency DC

_GovEnergy v All liquid cooling
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ummary

v'Liguid cooling is back — improves overall
energy efficiency

v'Integrate I T functions more effectively to
drive efficiency

vView IT clusters more holistically —end to
end power and cooling solutions
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You
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