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Strategies and Technologies
for

Data Center Efficiency



Why The Focus on Data Center 
Efficiency?

GovEnergy 2010

The 
PLANET

Reduce carbon footprint !

The 
BUSINESS

More computing per watt !



What Are The Drivers?

●Reduce Data Center OPEX

●Reduce Energy Use and Carbon Footprint

●Increase Data Center Utilization

●Efficiency Measurement and Benchmarking

●Legislative and Utility Initiatives

●Corporate Citizenship
GovEnergy 2010
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What is Data Center Efficiency
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Data Center Efficiency (PUE)
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When comparing PUE, always make sure 
it’s “apples to apples”

All PUEs Are Not Equal

=The 
simple
story

The 
WHOLE 
story

• What infrastructure elements are included ? 
• Over time or at point-in-time ?
• At what % load ? 
• In what geographical location ?



●More than 40% of power - NOT to the IT 
loads

●1MW (IT load) data center - wastes about 
400kW or 2,000 tons of CO2 emissions per 
year 

●Every kW saved in a data center equates 
to … 

GovEnergy 2010

Efficiency Implications

$1,000 / year 5 tons CO2 / 
year

1 car off the road

40%
Power &
cooling
systems

60%
IT

loads

 



· August 15-18, 2010 · Dallas, Texas · 
· Dallas Convention Center ·

Infrastructure Contributions
to

Data Center Inefficiency



These two are less well understood, 
but they dominate inefficiencies
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Device inefficiencies of power equipment

Device inefficiencies of cooling equipment

Power consumption of lighting

Oversizing of power and cooling systems

Cooling inefficiencies due to configuration

Where are the inefficiencies ?

IT loads IT loads

 

 POWER SYSTEM

COOLING 
SYSTEM

LIGHTING

   



UPS Inefficiencies
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1

● UPS, transformers, transfer switches, and wiring produce heat

● Nameplate efficiency ratings may be impressive – real world is 
less

● Heat generated by these devices must be cooled



Cooling Infrastructure
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Any increase in the efficiency of cooling equipment directly 
and significantly benefits overall system efficiency

● All cooling equipment creates heat

● The waste heat of cooling equipment typically greatly 
exceeds the waste heat of power equipment

● When cooling equipment is doubled for redundancy or 
operated well below rated power, device efficiency falls 
dramatically



Lighting
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● Lights consume power and generate heat

● The heat generated by lighting must be cooled by the 
cooling system

● More efficient lighting, or lighting controlled to be only 
when and where needed, benefits overall system efficiency

   
    

  

 
 

 



Oversizing of Power and Cooling
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4
Traditional data center, over ½ of infrastructure power use 

is fixed and does not vary with load

Efficiency degrades as IT load declines

Underloading is a primary contributor to inefficiency

Data center
Efficiency

IT load

Typical load range

Efficiency degrades at low loads

Low loading = low efficiency



Cooling Inefficiencies due to 
Configuration
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Physical configuration of the cooling system can have a dramatic 
effect on power consumption of the cooling system

● Move more air than the IT equipment actually requires

● Generate cooler air than the IT equipment actually requires

● Create cooling and humidity demand fighting – typically 
undiagnosed and extremely inefficient 
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Infrastructure
and

Operational Improvements



Optimize Existing Data Center
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Hit the “Low Hanging Fruit” first

“Demand Fighting” for both temperature and humidity

Increase temperature setpoints

Remove cold air supply tiles from hot aisles

Remove restrictions in supply air plenum



Optimize Existing Data Center
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Hit the “Low Hanging Fruit” first

Balance air tile flow with CRAC air flow

Install blanking panels in unused U-space

Install solid side panels on racks



Optimize Existing Data Center
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Hit the “Low Hanging Fruit” first

Fill in gaps in rows

Decrease air mixing

Stop leakage , by-pass and re-circulation air



Optimize Existing Data Center
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Hit the “Low Hanging Fruit” first

Set up rows and aisles into hot / cold aisles

Clean the air filters

Balance the loads on the power system



Implement Scalable Deployment

Match power and cooling capacity to load
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Total power
consumed by
data center

IT
Loads

DCPI
Equipment

Data Center 
Efficiency

70%

“ ”

IT
Loads

NCPI
Equipment

Savings

“ ”

IT
Loads

DCPI
Equipment

Do Nothing

IT
Loads

NCPI
Equipment

Savings

IT
Loads

NCPI
Equipment

IT
Loads

DCPI
Equipment

30%

Increase Efficiency of
DCPI Equipment by 10%

35%

Rightsize
DCPI

70%

More Invasive but More Payback 



Scalable Power and Cooling
Estimated PUE and TCO

4.0

3.5

3.0

2.5

1.5

2.0

UPFRONT buildout on Day One

SCALED buildout as needed

1 3 4 5 6 7 8 9 102

Data center lifetime (years)

PUE

Savings from 
scaled deployment

Capex           38%

Opex            19%
Non-energy  44%
opex

TCO   33%
savings

PUE TCO
Over 10-year data center life cycle
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●Specify higher server inlet temperature for 
your servers

●The server industry and ASHRAE are moving in this direction 

Run Hotter
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Close Coupled Cooling
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Cold air overhead ducting with ducted return



Hot air containment systems

Close Coupled Cooling
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Air Containment Systems

Cold air containment systems



Sample analysis – 30 racks, 3KW/rack density

NO 
air 
containment

WITH 
air 
containment

Heat rejection 
capacity

33% increase
11.25 kW  / 

CRAH
15 kW / 

CRAH

TCO
10-year life

18% savings $187,000 $154,000

Hot-aisle containment
(“HAC”)

Close Coupled Cooling
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Increased Server Inlet Temp Example

ASHRAE upper limit
81F / 27C

Po
w

er
 c

on
su

m
ed

  k
W

-h
r/h

r

29% energy savings in 
chilled water plant

Server inlet temp 81F
27C

68F
20C
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GovEnergy 2010Baseline: Average of existing installed base

Convert from ROOM COOLING 
to dynamic ROW/RACK cooling

32% contribution
.24 PUE reduction

Cooling ECONOMIZERS
16% contribution
.12 PUE reductionRIGHT-SIZING via 

modular power and cooling
16% contribution
.12 PUE reduction

Higher
UPS EFFICIENCY

16% contribution
.12 PUE reduction

415/240 V 
TRANSFORMERLESS 
power distribution (NAM)
10% contribution
.07 PUE reduction

DYNAMIC CONTROL 
OF COOLING PLANT
(VFD fans, pumps, chillers) 
10% contribution
.07 PUE reduction

PUE
2.13

1.39

Summary of Efficiency Gains
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Monitoring and Management
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Provide power and cooling…

• In the amount needed 

• When needed

• Where needed

• But no more than what is needed 

But …

Efficiency goal:

The Data Center Efficiency
Challenge

You can’t MANAGE what you can’t MEASURE
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Measurement
Accuracy vs. Cost
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critical point
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Virtualization and Consolidation
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What is Virtualization and 
Consolidation?

• Go from 4 servers to 1

• Eliminated the fixed power losses of 3 servers

• Reduce the number of physical servers

• But make each server work harder
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67% reduction in server power results in 56% 
electric bill savings

Servers
83%

Servers
50 kW
33%

Fan 
motors
100 kW

67%

Fan 
motors
100 kW

50%

Servers
100 kW

50%

100kW
100kW

(no change)

Total electric bill is smaller, but the 
same FIXED LOSS is now a greater  

portion of a smaller pie

FIXED 
LOSS

Total power 
consumption 
reduced

… by server reduction FIXED 
LOSS

Pre-virtualization:  100 kW of servers Post-virtualization:  50 kW of servers

PUE = 2 PUE = 3
Virtualization Is Not A Panacea
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Virtualization Can Create Hotspots

Constant loads

CRACCRAC CRACCRAC

CRACCRACCRACCRAC

BEFORE  virtualization
Migrating high-density loads          
AFTER virtualization

Virtualization CAN cause hotspots
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The Whole Efficiency Picture
Energy 
Usage

IT Efficiency
“Useful computing” 

per IT watt
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Data Center Efficiency
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Watts 
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AFTER
server 
consolidation Power/cooling 

FIXED losses 
prevent greater gain here

IT
watts

Same as 
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Watts 
IN

Watts 
IN

A little less

Much Worse

Much better

IT
watts

Watts 
IN

Watts 
IN

Much better
(can approach 
BEFORE level)

PLUS
power/cooling 
optimization

Watts 
IN

Watts 
IN

IT
watts

Much better A lot less

Same as 
BEFORE



Summary Strategy and Technologies
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•For new designs and 
some expansions

•Using a modular, scalable power and cooling 
architecture
•Savings are greater for redundant systems10 – 30%Right-size DCPI

LimitationsGuidance
Potential
Savings

•Requires major IT 
process changes
•To achieve savings in an 
existing facility some 
power and cooling devices 
may need to be turned off

•Not technically a physical infrastructure 
solution but has radical impact
•Involves consolidation of applications onto 
fewer servers, typically blade servers
•Also frees up power and cooling capacity for 
expansion

10– 40%Virtualize servers

•For new designs
•Benefits are limited to 
high density designs

•Row-oriented cooling has higher efficiency for 
high density
•Shorter air paths require less fan power
•CRAC supply and return temperatures are 
higher, increasing efficiency, capacity, and 
preventing dehumidification thereby greatly 
reducing humidification costs

7 – 15%
More efficient air 
conditioner 
architecture

•For new designs
•Difficult to retrofit

•Many air conditioners offer economizer options
•This can offer substantial energy savings, 
depending on geographic location
•Some data centers have air conditioners with 
economizer modes, but economizer operation 
is disabled

4 – 15%
Economizer 
modes of air 
conditioners



Summary Strategy and Technologies
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LimitationsGuidance
Potential
Savings

•For new designs
•Difficult to retrofit

•Floor layout has a large effect on the efficiency 
of the air conditioning system
•Involves hot-aisle / cold-aisle arrangement with 
suitable air conditioner locations

5 – 12%
More efficient 
floor layout

•For new designs or 
retrofits

•New best-in-class UPS systems have 70% 
less losses than legacy UPS at typical loads
•Light load efficiency is the key parameter, NOT 
the full load efficiency
•Don’t forget that UPS losses must be cooled, 
doubling their costs

4 – 10%
More efficient 
power equipment

•For any data center with 
multiple air conditioners

•Many data centers have multiple air 
conditioners that actually fight each other
•One may actually heat while another cools
•One may dehumidify while another humidifies
•The result is gross waste
•May require a professional assessment to 
diagnose

0 – 10%
Coordinate air 
conditioners

•Only for data centers 
using a raised floor
•Easy, but requires expert 
guidance to achieve best 
result

•Many vented tiles are located incorrectly in the 
average data center or the wrong number are 
installed
•Correct locations are NOT intuitively obvious
•A professional assessment can ensure an 
optimal result
•Side benefit – reduced hot spots

1 - 6%
Locate vented 
floor tiles 
correctly
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Summary Strategy and Technologies

LimitationsGuidance
Potential
Savings

•Most data centers can 
benefit

•Turn off some or all lights based on time of day 
or motion
•Use more efficient lighting technology
•Don’t forget that lighting power also must be 
cooled, doubling the cost
•Benefit is larger on low density or partly filled 
data centers

1 – 3%
Install energy 
efficient lighting

•For any data center, old or 
new

•Decrease server inlet temperature
•Also saves on energy by increasing the CRAC 
return air temperature
•Cheap and easy

1 – 2%
Install blanking 
panels
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Bruce Long
Data Center Energy and Efficiency Services
APC by Schneider Electric
bruce.long@apc.com
978-670-2440 Ext 17317
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