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• More than 800 people in DOE office space on NREL’s campus

• 220,000 ft2

• Design/build process with
required energy goals 

• 25 kBtu/ft2

• 50% energy savings

• LEED Platinum

• Replicable
• Process 

• Technologies

• Cost

• Site, source, carbon, cost ZEB:B
• Includes plugs loads and datacenter

• Firm fixed price of ~$64 million
• $259/ft2 construction cost (not including $27/ft2 for PV from PPA/ARRA)

• Open first phase June 10, 2010

DOE/NREL Research Support Facility: 

Project Goals
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RSF Net-Zero Boundary
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NREL is a national laboratory of the U.S. Department of Energy, Office of Energy Efficiency and Renewable Energy, operated by the Alliance for Sustainable Energy, LLC.

Photovoltaic System



Energy Modeling

End Use kBtu/ft2
Lights 3.85
Task Lights 0.19
Data Center 10.60
Data Center Cooling 0.01
Data Center Fans 0.55
Office Plug Loads 9.16
Space Heating 6.11
Space Cooling 1.42
Pumps 0.27
Ventilation Fans 1.61
Domestic Hot Water 0.13
Exterior Lights 0.12



NREL RSF - Proposed ASHRAE - Baseline
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RSF Data Center



Datacenter
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• Fully containing hot aisle

• Custom aisle floor and door seals

• Ensure equipment designed for cold
aisle containment 

• And installed to pull cold air

– Not hot air…

• 1.1-1.2 PUE Winter, Spring, Fall

• 1.2-1.4 PUE Summer

• control hot aisle based on
return temperature of ~90F

• Waste heat used to heat building

• Economizer and Evaporative cooling

• Low fan energy design

• 1900 Sq Ft.
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Data center

Dehumidification for hours when the outdoor air was more humid 

than the acceptable supply air criteria. Some form 

of mechanical cooling or dehumidification would be 

required for these hours.

44 hours/year

Economizer for hours when the outdoor air can satisfy the 

supply air criteria with no additional conditioning

559 hours/year

Evaporative 

Cooling

for hours when adiabatic humidification/cooling 

(70% effectiveness) of outside air can meet the 

supply air criteria

984 hours/year

Mixing for hours when the outside air can be mixed with 

hot aisle air to meet the supply air criteria

1063 

hours/year

Mixing and 

Humidification

When the outside air is cool and dry, outdoor air can 

be mixed with hot aisle air, then adiabatically 

humidified to the supply air criteria.

6110 hours/year



Power Usage Effectiveness (PUE)

Total Facility Power

IT Equipment Power
PUE=  

Total Facility Power Consists of:

• IT Equipment Power

• Mechanical Cooling

• Lighting

• Electrical Line Loss & Conversion



PUE – simple and effective



Total Data Center Power
(includes all cooling and losses)
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Data Center PUE

-20

0

20

40

60

80

100

0.75

0.85

0.95

1.05

1.15

1.25

1.35

1.45

O
u

td
o

o
r 

T
e
m

p
e
ra

tu
re

 (
F

)

P
U

E

-20

0

20

40

60

80

100

0.75

0.85

0.95

1.05

1.15

1.25

1.35

1.45

O
u

td
o

o
r 

T
e
m

p
e
ra

tu
re

 (
F

)

P
U

E

Data Center PUE

Outdoor Temperature



Data Center PUE
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“I am re-using waste heat from 

my data center on another part of 

my site and my PUE is 0.8!”



“I am re-using waste heat from 

my data center on another part of 

my site and my PUE is 0.8!”

ASHRAE & friends (DOE, EPA, TGG, 7x24, etc..) 

do not allow reused energy in PUE (Joint White 

Paper just released) & PUE is always >1.0

Another metric has been developed by The 

Green Grid; ERE – Energy Reuse Effectiveness
http://www.thegreengrid.org/en/Global/Content/white-papers/ERE

http://www.thegreengrid.org/en/Global/Content/white-papers/ERE
http://www.thegreengrid.org/en/Global/Content/white-papers/ERE
http://www.thegreengrid.org/en/Global/Content/white-papers/ERE
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PUE and ERE Ranges

ERE0

UEP1

IT

Reused-IT+Light+Pwr+Cool
 =ERE

IT

IT+Lighting+Power+Cooling
 =PUE



heat recovery
data center relief

transpired collector

labyrinth

dual air intakes



Data Center Energy Balance Graphic



Waste Heat Recovery Assumptions:
• No heat recovery:

• When the outdoor air temperature is > 55 oF

• During unoccupied hours (6:00 PM to 6:00 AM)

• Constant humidity ratio 

• Fraction of data center supply air that is outdoor air:

• OA% = (TRA – TSA)/(TRA-TOA)

• Data center supply air temperature of 55 oF (fixed)

• Data center return air temperature of 80 oF (fixed)

• All data center waste heat is used to offset building 

heating loads when the above conditions are met.



Time Series Graph: Oct ‘10 – July ‘11
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Results

• Oct ‘10 – July ‘11:

• Average ERE = 0.91 (calculated, not measured)

• -Maybe lower if you assume that a fraction of the 

waste heat is used to offset building heating loads 

until the outdoor air temperature equals the building 

supply air temperature set point.

• Average PUE = 1.18 (measured)



PUE and Power Per Person
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Power Per Person

0

20

40

60

80

100

120

140

160

FY05 FY06 FY07 FY08 FY09 FY10 FY11

P
o

w
e
r 

(W
/p

e
rs

o
n

)

Data Center Power Per Person

Lighting, Misc., and 
Losses

Cooling Load

IT Load



Annual Energy and Energy Cost
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Data Center Summary
• Include targets for Data Center PUE and ERE (climate 

dependant)
– PUE <1.2

– ERE < 0.9 

• Design data center with hot isle – cold isle separation

• Use free cooling (economizer) and evaporative cooling when 
available

• Minimize fan energy 

• Purchase the most energy-efficient equipment possible, 
Virtualization and consolidation 

• Case-studies demonstrate that energy re-use is becoming 
more prevalent and the need for the ERE metric becomes a 
priority

• Low Energy DC with energy reuse cost effective



Federal Energy Management 
Program

• Workshops

• Federal case studies

• Federal policy guidance

• Information exchange & outreach

• Access to financing opportunities

• Technical assistance

EPA

• Metrics

• Server performance
rating & ENERGY STAR label

• Data center benchmarking

Industrial Technologies Program

• Tool suite & metrics for baselining

• Training

• Qualified specialists

• Case studies

• Recognition of high energy savers

• R&D - technology development

Industry

• Tools

• Metrics

• Training

• Best practice information

• Best-in-Class guidelines

• IT work productivity standard

GSA

• Workshops

• Quick Start Efficiency Guide

• Technical Assistance

Deployment Programs



DOE Federal Energy Management Program

and Sustainability Project Office
• Benchmarking and Assessments of Federal data 

centers
– Potential drivers for consolidation

• Training

• Technical Assistance to Federal Agencies
– Cost sharing with GSA, DOD, others

• Pilot adoption of technologies

• Federal procurement specifications

• Best practices guides, case studies, and other tools

• FEMP awards



Data Center Resources

 Best Practices Guide

 Benchmarking Guide

 Data Center 

Programming Guide 

 Technology Case Study 

Bulletins 

 Procurement 

Specifications

 Report Templates

 Process Manuals

 Quick-Start Guide



FEMP/GSA Partnership



High-Level On-Line Profiling and Tracking Tool

• Overall efficiency (Power Usage Effectiveness [PUE])

• End-use breakout

• Potential areas for energy efficiency improvement

• Overall energy use reduction potential

IT-Equipment

• Servers

• Storage & 
networking

• Software

Electrical Systems

• UPS

• PDU

• Transformers

• Lighting

• Standby gen.

Cooling

• Air handlers/ 
conditioners

• Chillers, pumps, 
fans

• Free cooling

Air Management

• Hot/cold 
separation

• Environmental 
conditions

• RCI and RTI

In-Depth Assessment Tools Savings

DOE DC Pro Tool Suite



http://www1.eere.energy.gov/femp/program/data_center.html

http://hightech.lbl.gov/datacenters.html

http://www.energystar.gov/index.cfm?c=prod_development.

server_efficiency

http://www1.eere.energy.gov/industry/datacenters/

Resources



Otto VanGeet

303.384.7369

Otto.VanGeet@nrel.gov
RSF II 

21 kBtu/ft2 

$246/ft2 construction cost 


